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Preface by the General Chair

The 2017 edition of *SEM, the 6th in the annual series, took on as its theme “representations of meaning”, an area of acute interest in the field for the past several years. The conference program shows that this year’s *SEM has been especially successful in covering its theme from a broad range of perspectives, including various flavors of distributional, lexical, and formal/linguistic semantics. Thus, the 2017 conference meets the overall goal of the *SEM series, by bridging across relatively independent communities approaching the computational modeling of semantics from different angles. Hopefully, the diversity of the program will provide not only something of interest to a broad audience of NLP researchers, but also serve to stimulate new ideas and synergies that can significantly impact the field.

As always, *SEM would not have been possible without the active involvement of our community. Aside from our dedicated program committee, to whom we give an extended acknowledgement further in this introduction, we are very thankful to Eduardo Blanco (Publicity Chair) and Sandro Pezzelle (Publication Chair) for their efficiency and hard work in making the conference a visible event, from website to proceedings. We are particularly grateful to ACL SIGLEX, who made it possible to offer two exciting keynotes, and to SIGLEX and Lexical Computing for supporting the annual Adam Kilgarriff Award for the best paper at *SEM 2017. Our keynote speakers, Yejin Choi and Katrin Erk, are owed special thanks for taking part in the selection of the best paper.

On behalf of the Program Committee Chairs, to whom we owe the greatest debt for the excellence of the program, and myself as General Chair, I invite you to explore, exploit, and enjoy the diversity of perspectives on the computational modeling of semantics that *SEM 2017 strives to provide.

Nancy Ide,
General Chair of *SEM 2017
Preface by the Program Chairs

We are pleased to present this volume containing the papers accepted at the Sixth Joint Conference on Lexical and Computational Semantics (*SEM 2017, co-located with ACL in Vancouver, Canada, on August 3-4, 2017).

*SEM received a record number of submissions this year, which allowed us to compile a diverse and high-quality program. The number of submissions was over one hundred (107). After we had discarded some papers due to formal issues, 101 papers were reviewed for the conference, (52 long and 49 short). Out of these, 36 papers were accepted (22 long, 14 short). Thus, the acceptance rate was 35.6% overall, 42.3% for the long papers and 28.6% for the short submissions. Some of the papers were withdrawn after acceptance, due to multiple submissions to other conferences (the 2017 schedule was particularly complicated, with significant intersection of *SEM with EMNLP, CoNLL, IWCS and other venues). The final number of papers in the program is 30.

Submissions were reviewed in 9 different areas: Representations of Meaning (special topic of interest), Distributional Semantics, Semantics for Applications, Lexical Semantics, Lexical Resources and Ontologies, Discourse and Dialogue, Semantic Parsing and Semantic Role Labeling, Multimodal Semantics, Formal and Linguistic Semantics. The most prolific areas were Distributional Semantics (19 submitted papers), Representations of Meaning (15), and Semantics for Applications (15).

The papers were evaluated by a program committee of 14 area chairs from Asia, Europe and North America, assisted by a panel of 167 reviewers. Each submission was reviewed by three reviewers, who were furthermore encouraged to discuss any divergence in evaluation. The papers in each area were subsequently ranked by the area chairs. The final selection was made by the program co-chairs after an independent check of all reviews and discussion with the area chairs. Reviewers’ recommendations were also used to shortlist a set of papers nominated for the Adam Kilgarriff Award. These papers were judged by a committee chaired by Nancy Ide.

The final *SEM 2017 program consists of 17 oral presentations and 13 posters, as well as two keynote talks by Yejin Choi (“From Naive Physics to Connotation: Modeling Commonsense in Frame Semantics”, joint keynote with SemEval 2017) and Katrin Erk (“What do you know about an alligator when you know the company it keeps?”).

We are deeply thankful to all area chairs and reviewers for their help in the selection of the program, for their readiness in engaging in thoughtful discussions about individual papers, and for providing valuable feedback to the authors. We are also grateful to Eduardo Blanco for his precious help in publicizing the conference, and to Sandro Pezzelle for his dedication and thoroughness in turning the program into the proceedings you now have under your eyes. Last but not least, we are indebted to our General Chair, Nancy Ide, for her continuous guidance and support throughout the process of organizing this installment of *SEM.

We hope you enjoy the conference!

Aurélie Herbelot & Lluís Màrquez,
Program Co-Chairs of *SEM 2017
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Invited Talk: From Naive Physics to Connotation: Modeling Commonsense in Frame Semantics

Yejin Choi
(Joint Invited Speaker with SemEval 2017)

University of Washington, USA

Abstract

Intelligent communication requires reading between the lines, which in turn, requires rich background knowledge about how the world works. However, learning unspoken commonsense knowledge from language is nontrivial, as people rarely state the obvious, e.g., “my house is bigger than me.” In this talk, I will discuss how we can recover the trivial everyday knowledge just from language without an embodied agent. A key insight is this: The implicit knowledge people share and assume systematically influences the way people use language, which provides indirect clues to reason about the world. For example, if “Jen entered her house”, it must be that her house is bigger than her. I will discuss how we can model a variety of aspects of knowledge – ranging from naive physics to connotation – adapting the representations of frame semantics.
How can people learn about the meaning of a word from textual context? If we assume that lexical knowledge has to do with truth conditions, then what can textual (distributional) information contribute? I will argue that at the least, an agent can observe how textual contexts co-occur with concepts that have particular properties, and that the agent can use this information to make inferences about unknown words: “I don’t know what an alligator is, but it must be something like a crocodile”. I will further argue that this inference can only be noisy and partial, and is best described in probabilistic terms.
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